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I General information

This project requirement document contains the general requirements of the Moldova State University regarding the award contract for the acquisition of an IT system, consisting of hardware and software products and installation / configuration services, in order to achieve its strategic objectives, provided in the Digital Development Strategy of the Moldova State University, approved at the USM Senate meeting on 10.10.2021.
[bookmark: _heading=h.gjdgxs]II Organizational structure and digital infrastructure 

The Moldova State University (MSU) is a public institution with juridical personality, in the subordination of the Ministry of Education and Research, financed from the state budget through the budget of the Ministry of Education and Research.
Founded in 1946, MSU currently has 11 faculties, about 10,500 students, 1,000 teachers and 1,000 employees in auxiliary structures.
MSU's digital infrastructure was actively developed between 2003 and 2005, according to the standards and models for that period. The network topology, the functions and capabilities of the equipment and communication channels were selected based on the information and communication technology models of use, which were considered innovative, with a reserve for development in the next decade.
The existing infrastructure connects to the web services the administrative offices, the library, the departments and the instructive and research laboratories of the University faculties, offering possibility of access to Internet resources, communication, studies, development of software applications for internal use in strictly delimited locations at a data channel capacity of up to 100 MBit.
MSU's digital infrastructure, in its current model, is not able, according to its physical performance parameters, to form a virtual educational space for all its students and collaborators in the university campus perimeter. Moreover, the network user authentication model does not allow access to internal university services in digital format.
The modernization of the digital infrastructure is also motivated by the structural transformations of the university campus - the launching of laboratories designed to create and edit digital content; the analysis of large volumes of data; the building of the MediaCor media hub; the development of student television - all entities being active consumers of web services and generators of data traffic that goes far beyond the capabilities of the existing network.
The transformation of the educational process in the last two years through the massive inclusion of distance learning activities and the development of institutional repositories has further aggravated the situation - on top of the university network capacity problem, the problem of computing and data storage capabilities has been added. The current infrastructure lacks dedicated university data centers and specific infrastructure to ensure the continuous operation and safety of data centers and communications nodes in special situations (lack of electricity, fire, weather, etc.).
[bookmark: _heading=h.30j0zll]III Objectives

[bookmark: _heading=h.1fob9te]Based on what was stated in the previous section, it is necessary to develop a new digital infrastructure for MSU, which will:

· ensure a sufficient capacity of data transfer channels for their use by the entire university community (teachers, researchers, students, administration, etc.) for the next 10 to 15 years, based on the prospects for the development of digital educational services and Information and Communication technologies (1 - 10 GBit for end users);
· form a continuous digital educational space around the perimeter of the university campus, oriented towards the use of wireless technologies, secure storage of data, systems, applications and services; 
· provide secure access to quality web services and digital educational resources, including the services and digital resources of the university library, for all MSU students and collaborators, in the space delimited by the Central Building and Building no. 4 of the MSU, with the possibility of extension on the entire university campus, in remote campuses, and in student dormitories based on a single access account;
· ensure access to external collections of verified data of various kinds, mandatory for research and training; 
· maintain its functionality in conditions of risks or technological, cyber and climate attacks;
· have a modular, flexible and scalable structure, allowing further upgrades without disassembly and full replacement.

All this can be realized by:

· Creating a distributed IT system within the University (hereinafter "University Hybrid Cloud"), which will make it possible to share resources, select and dynamically aggregate computing power in the form of "autonomous" services at the time of user request.
· Services provided by the Hybrid University Cloud, which must represent a composition of two or more distinct types of Cloud - a university one, and one or more public - which exist as single entities but which are interconnected and allow data portability and applications, authorizing users through Single Sign-On (SSO) technology between interconnected entities.

The object of purchase
It is the implementation of a high-performance IT system in which the aggregation of University resources from the moment of execution will take place by verifying and validating resources according to the availability of services, their capacity, performance and cost related to their use on demand, and quantification of services according to consumption.
Key factors:
· modernizing the data transport infrastructure for the implementation of the University Hybrid Cloud, with a dynamic and scalable virtual infrastructure;
· improving the level of IT services and applications, and optimizing the use of IT systems;
· providing easy access to University services, elasticity of services offered, which can be accessed;
· implementing European practices regarding university services;
· ensuring the efficient use of IT resources;
· eliminating cases of unavailability of IT services;
· executing critical applications in the virtual environment in conditions of maximum performance;
· migrating the operational processes (administrative, financial, teaching) of the university to the Cloud, including those of a sensitive nature.
· implementing solutions to automate repetitive maintenance tasks, including application installation and system administration processes;
[bookmark: _heading=h.3znysh7]IV Security requirements
Data Security:
Before outsourcing data or information to the cloud, it is necessary to make sure that all data security, integrity, and consistency measures have been taken. In this regard, the solution provider must ensure the safety and security of information at every level in the built-in Cloud, from the infrastructure level to the software services level.
The measures at the Cloud Computing levels are as follows:
Cloud Infrastructure security
As the processing power is composed of the infrastructure resources of one or more data centers, it is important to ensure the security of the services, components and communication channels through which the data is transmitted.
Cloud Platform security
In order to ensure platform-wide data security, it is essential that data management and processing systems be maintained to the current version and that suspicious data traffic be stopped immediately. Various data security policies and regulations are defined here at the organizational level.
Software in the Cloud security
The solution provider must protect the entire portfolio of applications against internal and external threats, from the design phase until the applications are launched. Security must be ensured throughout the life cycle. It is also important that security policies and defined processes do not become an obstacle to the university's functionality and do not introduce other risks or difficulties for those who will use the cloud-based university platform.

[bookmark: _heading=h.2et92p0]V Minimum requirements and technical specifications for information and communication systems
Necessary equipment for the modernization of university data transport networks for MSU Central Building and Building No. 4 (A. Mateevici 60 str.) central campus.
V.1 	Aggregation Switches - 2 pcs.
V.2 	Access Ethernet Switches - 20 pcs.
V.3	Access Ethernet Switches with Power over Ethernet – 24 pcs.
V.4 	Wi-Fi Access Points (WAP) - 60 pcs.
V.5	Passive Network Equipment
V.6 	Servers for the High-Availability cluster – 3 pcs.
V.7 	Disk enclosure for Servers – 3 pcs.
V.8      Uninterruptible Power Source – 2 pcs.

Minimum requirements and technical specifications for Aggregation Switches, Access Switches, Wi-Fi Access Points and the High-Availability Cluster:

[bookmark: _heading=h.tyjcwt]V.1 Aggregation Ethernet Switches:  

· Rack Size 1RU (Rack Unit)
· Field-replaceable, hot-swappable, and up to 2 power supplies.
· Field-replaceable, hot-swappable, and up to 5 fans.
· Mounts in an EIA standard 19-inch rack or other equipment cabinet (hardware included); horizontal surface mounting only
· Quantity of SFP/SFP+ ports not less than 48
· Quantity QSFP+ Ethernet 40G ports not less than 6
· Power supply from 100-127 to 200-240 VAC 
· RJ-45 serial; USB micro USB console; RJ-45 Ethernet port
· Documentations, License  (CD disk or any USB stick);
· Other necessary accessories (power cable, mounting set)

[bookmark: _heading=h.3dy6vkm]V.2 Access Ethernet Switches:

· [bookmark: _heading=h.1t3h5sf]Rack Size 1RU (Rack Unit)
· Quantity of RJ-45 ports not less than 48
· Quantity 1G/10G SFP+ not less than 4
· Mounts in an EIA-standard 19-inch telco rack or equipment cabinet (rack-mounting kit available); horizontal surface mounting; wall mounting
· Fixed power supply
· Fixed fans
· Documentations, License  (CD disk or any USB stick);
· Other necessary accessories ( power cable, mounting bolts )

[bookmark: _heading=h.4d34og8]V.3 Access Ethernet Switches with PoE

· Rack Size 1RU (Rack Unit)
· Quantity of RJ-45 ports not less than 24
· Quantity 1G/10G SFP+ not less than 4
· Mounts in an EIA-standard 19-inch telco rack or equipment cabinet (rack-mounting kit available); horizontal surface mounting; wall mounting
· Fixed power supply
· Fixed fans
· Documentations, License  (CD disk or any USB stick);
· Other necessary accessories ( power cable, mounting bolts )

[bookmark: _heading=h.2s8eyo1]V.4 Wi-Fi Access Points (WAP)

· WAP indoor in cases metallic or plastic, wall/ceiling mounted, Enterprise-class;
· 2x PoE-IN up to Gbps  type of RJ-45
· External Antennas omni-directional 4x4 , MIMO with peak antenna gain up to 4dBi in 2.4GHz and 6dBi in 5GHz
· Serial console interface (proprietary, micro-B USB physical jack)
· Documentations, License  (CD disk or any USB stick);
· Other necessary accessories (mounting brackets)

[bookmark: _heading=h.17dp8vu]V.5 Passive Network Equipment

· [bookmark: _heading=h.3rdcrjn]2x 42U 800mmx1200mm Rack with Side Panels and Baying, front and rear doors support a variety of electronic and biometric locking solutions for improved physical security, improved cable management provisions simplify installation, organization, and maintenance, should have possibility to bay racks together (mandatory), Dynamic Load not less than 1133 kg, Static Load not less than 1360 kg
· 6х 40G QSFP+ to QSFP+ 3m DAC Cable
· 48х 10G SFP+ to SFP+ 1m DAC Cable
· [bookmark: _heading=h.26in1rg]2x 19" 1U 24 Port, rack mount patch panel, with 24x SC/SM adapters and 24x SC/SM 1m 9/125 pigtail.
· [bookmark: _heading=h.lnxbz9]48x Fiber Optic Patch Cord SC/APC – SC/UPC, SM, 9/125, L=1m.
· [bookmark: _heading=h.35nkun2]20x Rackmount cabinet 9U 600x600mm, wall mounted, (front door perforated)
· [bookmark: _heading=h.1ksv4uv]32x 1U PDU 8 sockets C13 with LED switch, ingress С14, aluminum profile, 3 meters of С13/C14 cable included  
· [bookmark: _heading=h.44sinio]36x 19" 1U Cable Organizer with Lid, Black
· 12x 19" 2U Cable Organizer with Lid, Black
· [bookmark: _heading=h.2jxsxqh]108x Twisted Pair Cable F/UTP Cat.5E 4x2x0.48 (100 MHz), shielded for inner strip, 305м in package
· [bookmark: _heading=h.z337ya]64x 1U patch-panel shielded Cat.5E STP 24 ports with cable organizer
· [bookmark: _heading=h.3j2qqm3]2 km Fiber Optics 8 fibers,  Type : ADSS, Placement : in air, Optic Cable type :  Monotube
· [bookmark: _heading=h.1y810tw]1536x Patch-cord shielded black color 0.5m, F/UTP Cat.5E 4x2x0.48 (100 MHz)
· 96x Patch-cord shielded black color 1m, F/UTP Cat.5E 4x2x0.48 (100 MHz)
· 48x Patch-cord shielded black color 3m, F/UTP Cat.5E 4x2x0.48 (100 MHz)

[bookmark: _heading=h.4i7ojhp]V.6 Servers for the High-Availability cluster

· 3x Servers high-density with four-sockets (4S) for 4P data-intensive applications where data center space and the right performance are paramount.
2U chassis rack form factor server with 8x hot plug SFF NVMe SSD bays, hot plug fans (with N+1 redundancy), with rails and cable management arm for easy install rail kit, with bezel kit and enhanced security features such as server configuration lock, security dashboard and workload performance advisor
· 4x CPUs per Server supporting 2nd Generation Intel® Xeon® Scalable Processors Family with minimum 12x Physical Cores per CPU @ 2.7GHz up to max turbo frequency 3.70Ghz, minimum cache: 19.25 MB, support 1TB memory per socket, TDP: 125W, support instruction set: Extensions Intel® SSE4.2, Intel® AVX, Intel® AVX2, Intel® AVX-512
· 512GB RAM per Server Single Rank x4 DDR4-2933 CAS-21-21-21 Registered
· 2x SSD per Server 240GB SATA 6G Read Intensive SFF SC Multi Vendor
· 2x NVMe per Server 1.6TB Gen3 Mainstream Performance Mixed Use SFF SCN U.2 Multi Vendor
· 8x SSD per Disk Enclosures 800GB SAS 12G Mixed Use SFF SC SS540
· 1x PCIe Gen2 3.0 x8 Modular LH Controller per Server, 12Gb/s SAS w/o cache with internal ports: 8 SAS lanes across 2 x4 Mini-SAS ports. Enterprise-class controller for internal attached drives (to enable software-defined storage) without occupying a PCIe expansion slot
· 1x PCIe Gen2 3.0 x8 HBA Controller per Server, 12Gb/s SAS w/o cache with external ports: 8x SAS lanes across 2 x4 Mini-SAS HD ports and 2x External Cables per Server (2.0m, mini-SAS HD 4x to mini-SAS HD 4x) for connecting to 12 Gb/s external storage devices (JBODs) or advanced external storage arrays
· 1x PCIe Gen2 x8 Adapter per Server with 2x 10Gb ports FLR-SFP+ and c-Class 10GbE SFP+ to SFP+ 3m Direct Attach Copper Cable for delivers Single Root I/O Virtualization (SR-IOV) support to allow multiple operating systems to share a physical interconnect. IEEE Compliance802.3, 802.3ae, 802.3x, 802.2x, 802.3ad, 802.1Qaz, 802.1Qau, 802.1Qbb,802.1Qbg, 802.1ax
· 1x PCIe Gen2 x8 Adapter per Server with 2x 10GbE ports, Ethernet transfer rate of 20 Gbps full duplex per port (40 Gbps aggregate!). Virtualization support for VMware NetQueue and Microsoft VMQ to meet the performance demands of consolidated virtual workloads. Ready for SR-IOV virtualization.
· 4x Hot Plug Low Halogen Power Supply Enablement Kit per Server, minimum 94% efficiency with 3m IEC C-13/C-14 jumper cord
· Industry Standard Compliance: ACPI 6.1 Compliant, PCIe 3.0 Compliant, PXE Support (PXE boot support for IPv6 networks), USB 3.0 Compliant  (internal);  USB  2.0  Compliant  (external  ports  via  SUV), SMBIOS 3.1, UEFI 2.6 (TPM 2.0 support, NVMe Boot Support)
· Operating Systems and Virtualization Software Support: VMware ESXi 6.7/7.0, Windows Server 2019/2022
[bookmark: _heading=h.2xcytpi]V.7 Storage equipment for the high availability cluster
· 3x 12Gb SAS Disk Enclosures modular platform with 25 drive bays for high level of redundancy and reliability, reducing single-points-of-failure within the storage network
· Maximum number of drives: up to 25x 2.5” Solid State Drives per controller. Total support can grow up to 200x SFF drives
· Disk Enclosures same brand name with servers and compatible with offered HBAs
· Disk Enclosures included: with 25x cady bays
· Disk drive in bay: 1
· Power Redundancy: Yes
· Power Redundancy Scheme: 1+1
· Compatible Operating Systems: Microsoft Windows Server 2019/2022, VMware ESX depending on host connectivity
· Insight Manager Support: Yes
· 1x Rail kit per Disk Enclosure
[bookmark: _heading=h.1ci93xb]V.8 Uninterruptible Power Source
· 2x 6U rackmount Online Double Conversion Rackmount Uninterruptible Power System 
· Communications: Serial Ports RS232 and USB with communication cables, Supports Network Management Module as a standard feature, LCD Display and Button Interface on front panel
· Provides virtualization-ready support for Power Manager software (free download).
· Power output 8kVA (7.2kW)
· Power distribution Single-phase
· Electrical Input: Voltage Range 200 – 250VAC, Frequency 40/60 Hz (if 50Hz input), Online Efficiency Mode up to 94.5%, High Efficiency Mode up to 98%
· Input Connection Terminal Block (Hardwire)
· Electrical Output: On battery Regulation -10% to +6% of nominal voltage, Voltage Waveform Sinusoidal, Output protection Firmware overload sensing and control
· Output Connection 6x C-19, 2x IEC 32A
· Breaker Amp Rating/ Single or Double Pole 16A/1pole for 6x C19 32A/1pole for 2x IEC 32A
· UPS Battery type Maintenance-free, rechargeable, valve regulated lead-acid batteries
· Backup runtime: Internal Battery at 100% load not less than 3.5 Minutes
· Supports Extended Runtime Modules up to 4 per UPS
· Safety Certifications UL1778, UL60950-1; CSA22.2 No.107.3-05,; EN609501-, EN62040-1 IEC62040-1-1, IEC 60950-1
· Immunity EN 55024; EN 50091-2 consisting  of IEC 61000-4-2 thru IEC 61000-4-6; IEC 61000-4-11
· Surge Suppression Conforms to IEEE 587B and ANSI C62.41


V.1.1. Operational environment
Aggregation Ethernet Switches
· Working temperature range at least: 0°C to 40°C (32°F to 104°F) with 5% to 95%, non-condensing
· Warranty minimum 5 years
[bookmark: _heading=h.3whwml4]Access Ethernet Switches
· Working temperature range at least: 0°C to 45°C with 15% to 95% at 104°F (40°C) non condensing
· Warranty minimum 5 years

Access Ethernet Switches with PoE
· Working temperature range at least: 0°C to 45°C with 15% to 95% at 104°F (40°C) non condensing
· Warranty minimum 5 years

Wi-Fi  Access Points 
· Working humidity range at least: 5% to 93%, non-condensing
· Warranty minimum 5 years
Servers
· Standard operating temperature: 10-35°C
· Operating relative humidity: 8% to 90% Relative humidity (Rh)
· Warranty minimum 5 years

Disk enclosure
· Standard operating temperature: 0° to 40°C
· Operating relative humidity: 0% to 95%
· Warranty minimum 3 years

Uninterruptible Power Source 
· Standard operating temperature: 10° to 40°C
· Operating relative humidity: 10% to 90%
· Warranty minimum 3 years


V.1.2 Supported L2 standards and protocols:
Aggregation Ethernet Switches
· IEEE 802.1AB-2009
· IEEE 802.1ak-2007
· IEEE 802.1t-2001
· IEEE 802.1AX-2008 Link Aggregation
· IEEE 802.1p Traffic Class Expediting and Dynamic Multicast Filtering
· IEEE 802.1Q VLANs
· IEEE 802.1s Multiple Spanning Trees
· IEEE 802.1w Rapid Reconfiguration of Spanning Tree
· IEEE 802.3ad Link Aggregation Control Protocol (LACP)
· IEEE 802.3x Flow Control
· IEEE 802.3z Gigabit Ethernet
· IEEE 802.3ae 10 Gigabit Ethernet
· IEEE 802.3ba 40 Gigabit Ethernet Architecture
[bookmark: _heading=h.2bn6wsx]Access Ethernet Switches
· IEEE 802.3
· IEEE 802.1D
· IEEE 802.1Q VLANs
· IEEE 802.3ab
· IEEE 802.1p Traffic Class Expediting and Dynamic Multicast Filtering
· IEEE 802.3x Flow Control
· IEEE 802.3ad Link Aggregation Control Protocol (LACP)
· IEEE 802.1X Authentication
· IEEE 802.1w Rapid Reconfiguration of Spanning Tree
· IEEE 802.1s Multiple Spanning Trees
· IEEE 802.3az – 2010

Access Ethernet Switches with PoE
· IEEE 802.3
· IEEE 802.1D
· IEEE 802.1Q VLANs
· IEEE 802.3ab
· IEEE 802.1p Traffic Class Expediting and Dynamic Multicast Filtering
· IEEE 802.3x Flow Control
· IEEE 802.3ad Link Aggregation Control Protocol (LACP)
· IEEE 802.1X Authentication
· IEEE 802.1w Rapid Reconfiguration of Spanning Tree
· IEEE 802.1s Multiple Spanning Trees
· IEEE 802.3az – 2010

Wi-Fi  Access Points 
· IEEE 802.1p Traffic Class Expediting and Dynamic Multicast Filtering
· IEEE 802.1Q VLANs
· IEEE 802.1w Rapid Reconfiguration of Spanning Tree
· IEEE 802.3ad Link Aggregation Control Protocol (LACP)
· IEEE 802.3x Flow Control
· IEEE 802.3af PoE
· IEEE 802.3bt
· IEEE 802.11b: Direct-sequence spread-spectrum (DSSS)
· IEEE 802.11a/g/n/ac: Orthogonal frequency-division multiplexing (OFDM)
· IEEE 802.11ax: Orthogonal frequency-division multiple access (OFDMA) with up to 37 resource units (for an 80MHz channel)
V.1.3 Performance indicators:
Aggregation Ethernet Switches
· Switching capacity  no less at least 2.5Tbs
· System performance in million packets per second not less than 1905
· IP interfaces 4000
· DHCP relay 4000
· Number of supported MAC addresses not less than 98000
· Vlans 4040
· VRF-lite instances 32
· MCLAG 48
· Number of supported MAC addresses not less than 98000 
· Number of ARP Addresses Supported not less than 128000
· Number of entries in the IPv4 routing table not less than 120000
· Number of entries in the IPv6 routing table not less than 32000
· IPv4 Multicast Route not less than 4090
· IPv6 Multicast Route not less than 4090
· OSPF v2/v3 Neighbors, Areas, Interfaces 128
· Supports Jumbo frames with a length of at least 9K bytes
· Number of simultaneously supported VLANs not less than 4096 
Access Ethernet Switches 
· Switching capacity nu mai mică decât 128Gbps
· Forwarding rate  nu mai mică decât  95Mpps
· MCLAG 8
· MAC address entries  nu mai puține decât  8192
· Number of simultaneously supported VLANs not less than 512
· IPv4/IPv6/MAC ACL Entries (ingress) not less than 256 / 128 / 256 
· Jumbo frame  nu mai mic decât  9000 Bytes
· ARP  table  no less  than 1024 host 
· Number of  unicast prefixes IPv4/IPv6   no less than  512/512 
· Number of  multicast prefixes IPv4/IPv6   no less than  512/512 

Access Ethernet Switches with PoE
· Switching capacity nu mai mică decât 128Gbps
· Forwarding rate  nu mai mică decât  95Mpps
· MCLAG 8
· MAC address entries  nu mai puține decât  8192
· Number of simultaneously supported VLANs not less than 512
· IPv4/IPv6/MAC ACL Entries (ingress) not less than 256 / 128 / 256 
· Jumbo frame  nu mai mic decât  9000 Bytes
· ARP  table  no less  than 1024 host 
· Number of  unicast prefixes IPv4/IPv6   no less than  512/512 
· Number of  multicast prefixes IPv4/IPv6   no less than  512/512 
Wi-Fi Access Points (WAP)    
· 3.55 Gbps of maximum throughput
· ability to operate in either controllerless or controller-based mode:
· WPA, WPA2, WPA3
· TPM 
· VPN Tunnels
· Up to 1024 associated clients per radio (2048 in total)
V.1.4  Supported L3-L7 protocols:
Aggregation Ethernet Switches
· Must support Static IPv4 routing/Static IPv6 routing.
· Must support Protocol support OSPF, OSPFv3, OSPFv3 for IPv6, BGPv4
· Must support Equal-Cost multipath (ECMP) 
· Must support  IGMP, IGMP  snooping, PIM-SM 
· Must support Dynamic Host Configuration Protocol (DHCP)
· Must support UDP helper
· Must support Domain Name System (DNS)
· Must support  Address Resolution Protocol (ARP)
· Must support Generic Routing Encapsulation (GRE)
· Must support Internet Group Management Protocol (IGMP)
· Must support Strict priority (SP) and DWRR support
· Must support VRRP protocol support
· Must support Bidirectional Forwarding Detection (BFD) protocol support
· Switches must support fault-tolerant switch interconnection technologies with diversity in space and with merging and synchronization of the control plane (Control Plane), including synchronization of MAC address tables, ARP tables, routing tables and configuration files on the switches
· Access Control List (ACL) support
· Remote Authentication Dial-In User Service (RADIUS)
· Secure shell (SSHv2)
· Switches must support network attack detection
· CLI (Command Line Interface), MIB, Web Based Management
· SNMPv2c/v3; sFlow® (RFC 3176), Remote monitoring (RMON), TFTP and SFTP, Network Time Protocol (NTP),
· The ability to collect and display statistical information on port performance and the number of errors on it
· The ability to store on Flash memory and load from at least 2 configuration files
· Non-blocking performance and distributed architecture
· Embedded analytics on every switch
· Front stacking using uplink ports on fixed switch series

[bookmark: _heading=h.qsh70q]Access Ethernet Switches   
· Must support Static IPv4 routing/Static IPv6 routing 
· Must support Domain Name System (DNS)
· Must support Address Resolution Protocol (ARP)
· Must support  Strict priority (SP) and DWRR support 
· Must support  Implementation of IEEE 802.1Q, IEEE 802.1p, IEEE 802.1x, IEEE 802.3x, IEEE 802.1d, IEEE 802.1w standards; IEEE 802.1s, IEEE 802.3ad LACP
· Must support  bi-directional UDLD port protection technology  
· VRRP protocol support
· Bidirectional Forwarding Detection (BFD) protocol support
· Supports CDPv2 to configure legacy IP phones  
· Access Control List (ACL) support
· Remote Authentication Dial-In User Service (RADIUS)
· Terminal Access Controller Access-Control System (TACACS+)
· Secure shell (SSHv2)
· TPM for platform integrity 
· CLI (Command Line Interface), MIB, Web Based Management
· SNMPv2c/v3; sFlow® (RFC 3176), Remote monitoring (RMON), TFTP and SFTP, Network Time Protocol (NTP)
· IEEE 802.1AB Link Layer Discovery Protocol (LLDP)
· The ability to collect and display statistical information on port performance and the number of errors on it
· Non-blocking performance and distributed architecture
· Embedded analytics on every switch
· Front stacking using uplink ports on fixed switch series

Access Ethernet Switches with PoE  
· Must support Static IPv4 routing/Static IPv6 routing 
· Must support Domain Name System (DNS)
· Must support Address Resolution Protocol (ARP)
· Must  support  Strict priority (SP) and DWRR support 
· Must  support  Implementation of IEEE 802.1Q, IEEE 802.1p, IEEE 802.1x, IEEE 802.3x, IEEE 802.1d, IEEE 802.1w standards; IEEE 802.1s, IEEE 802.3ad LACP
· Must  support  bi-directional UDLD port protection technology 
· VRRP protocol support
· Bidirectional Forwarding Detection (BFD) protocol support
· Supports CDPv2 to configure legacy IP phones  
· Access Control List (ACL) support
· Remote Authentication Dial-In User Service (RADIUS)
· Terminal Access Controller Access-Control System (TACACS+)
· Secure shell (SSHv2)
· TPM for platform integrity 
· CLI (Command Line Interface), MIB, Web Based Management
· SNMPv2c/v3; sFlow® (RFC 3176), Remote monitoring (RMON), TFTP and SFTP, Network Time Protocol (NTP)
· IEEE 802.1AB Link Layer Discovery Protocol (LLDP)
· The ability to collect and display statistical information on port performance and the number of errors on it
· Must support up  to 370W  IEEE 802.3at  Class  4 Power  over  Ethernet  for  up  to 30W  per  port
· Non-blocking performance and distributed architecture
· Embedded analytics on every switch
· Front stacking using uplink ports on fixed switch series

Wi-Fi Access Points (WAP)    
· Must support Wi-Fi 6
· Must support TxBF
· Must support Hotspot 2.0
· Must support DFS
· Must support MRC
· Must support CDD/CSD 
· Must support Space-Time Block Coding
· Must support LDPC
· Must support Multi-Tenant
· Must support criptarea TPM & end-to-end 
· Must support MU-MIMO
· Must support  Application awareness
· Enterprise-grade solution with support of indoor/outdoor APs
· Multi-Vendor network management
· Multi-Vendor policy management
· 3rd party support & integration
· Proven Track record & Quality
[bookmark: _heading=h.3as4poj]VI. Requirements and conditions for "turnkey" installation / configuration

· The solution provider will take into account the minimization of downtime risks for the proposed "turnkey" solution and will guarantee an uptime SLA of 99.95% for the services provided by the university and hosted on the implemented platform, provided the rules of operation of the proposed system are observed;
· The solution provider must install and configure all the equipment offered at "turnkey", exclusively from the local network of the university;
· The proposed hardware equipment should be of an international vendor. Also to reduce the costs of support during the exploitation period of the proposed system and the guaranteed compatibility the active network equipment, servers, storage equipment, UPS should be from the same manufacturer.
· The solution provider should install/configure a software solution of centralized management and active monitoring with the purpose of preventing the damages of the implemented system. The proposed solution should be available for the whole guaranteed period for the implemented system. For the software licenses on the subscription basis and/or surcharge(comercial) should be covered during the whole guaranteed period of the implemented system.
[bookmark: _heading=h.1pxezwc]VII.  Requirements for the installation, configuration and restoration documentation

· The solution provider must create diagrams of the network infrastructure topology (OSI Layer 1-7), diagrams of the physical / logical interconnection of the servers in the data center, the interconnection of the University Cloud entities with the Public ones and the logical communication of the applications from entities and update it for the entire period of guaranteed assistance;
· The solution provider must create distribution lists of IP addresses, VLANs on the RADIUS server by university departments, services and subdivisions;
· Operation rules of the proposed system
[bookmark: _heading=h.vssftr1whq8]VIII. Training requirements for university staff who will manage the implemented platform
· The solution provider must provide training services to MSU specialists, who will serve the implemented solution, by modules, for each of the components of the solution.
· The solution provider will develop internal certification mechanisms, or will use external certification mechanisms for at least 2 university specialists for the implemented technologies;
[bookmark: _heading=h.49x2ik5]IX. Guaranteed assistance and maintenance requirements

· The solution provider will provide at least 3 years of support to the implemented platform, including software updates and the development of new functions, bug fixes, etc.
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